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where the coefficients are estimated as

Bi=(FTF) " Flg, i=1,....M (42

where F; is the design matrix for the ith measurement location,

and the anisotropy at x; in the new CNT array can be predicted
as

Jolzit*) =5, e[1 t7]. (43)

The second benchmark is the extension of the bivariate spatial

model proposed by Zhang et al. [34] to multiple replicates, of

which the model should be

y(t,z) = h(t)B+ Z(x) + &. (44)
Its log-likelihood is
N
L=logq [] r@)
j=1
N 2
=5 {Mlogo? +1log |(K + pI)|}
1 X
523 b} (K + pI)~'b; (45)
z ]:1

where b; = (7; — 80 — ; ® ).

By maximizing the log-likelihood function, the MLE of pa-
rameters can be easily obtained, and the anisotropy can be pre-
dicted as

917, 2) = h(t*)B + & (@) (K + pI) ™ (Fo — H;3). (46)

It is unrealistic to measure the anisotropy at more than two
locations for each CNT array in real manufacturing, and, as
a result, only two locations are selected to be measured for
anisotropy in most of the produced CNT arrays. Therefore, we
compared the proposed method with two traditional methods
under the “Partially observed sample prediction” with two mea-
sured locations, which correspond with Scenarios [T and IV (de-
fined in Section III-D). For the 17 CNT arrays, one sample at
a time is selected as the test sample, and the rest are training
samples. Then, three methods are applied such that the pre-
dicted value is obtained for each location for each of the dif-
ferent methods. We iterate this process until every sample has
been used as the predicted sample. After that, the MSE of pre-
diction for each sample is calculated as shown in Table XVIIIL.
It is noted that, for the Scenario IV prediction, the predicted lo-
cation should be deleted from the training sample. Therefore,
the method based on linear regression cannot be used for this
scenario, and only two methods are applied for the Scenario IV
prediction.

From the results in Table XVIII, the proposed method can
deliver more accurate predictions than the other two traditional
methods for both scenarios. The reason for this phenomenon
can be explained as follows. The LR method assumes that the
anisotropy at different locations is independent, while the BSM

TABLE XVIII
COMPARISON OF THE RESULTS OF THREE METHODS
USING AN MSE CRITERION

Scenario 111 Scenario IV

Samples HSM LR BSM HSM BSM
1 47.15 85.74 77.83 47.37 74.3
2 18.78 16.66 24.37 18.81 26.02
3 7.42 20.53 42.67 7.4 52.38
4 28.51 31.37 42.67 28.63 40.21
5 33.41 71.93 82.33 32.53 91.95
6 13.05 30.98 21.25 12.23 19.62
7 28.76 20.79 9.9 28.01 9.94
8 30.83 39.68 31.16 30.24 31.55
9 17.08 19.97 16.4 16.81 16.18
10 136.15 61.67 406.5 144.76 397.17
11 193.38 235.33 106.57 194.17 105.86
12 60.01 29.86 33.15 64.55 39.02
13 25.17 29.03 12.85 30.27 14.03
14 19.17 43.77 10.79 22.25 11.97
15 53.26 427.84 9.45 58.55 11.56
16 342.25 110.43 621.98 357.02 587.5
17 285.7 172.65 898.02 299.1 857.91

Average 78.82 85.19 143.99 81.92 140.42

Note: “HSM” Refers to the Proposed Hierarchical Spatial Model, “LR”
Refers to the Method Based on Linear Regression, and “BSM” Refers to
Simple Extension of the Bivariate Spatial Model

method neglects the relationship differences between two char-
acteristics at each location. However, the proposed method not
only considers the spatial correlation of the characteristics but
also uses a Gaussian process to model the coefficients; such a
representation presents the relationship between two character-
istics at each location and forms a hierarchical model that has
the potential to deliver better performance.

Practitioners should be fully aware that, compared with
LR and BSM, HSM estimates parameter iteratively, and thus
is more computational demanding. In most of our simulated
scenarios, the HSM method can finish estimation within several
minutes on a normal personal computer, which guarantees the
practical usefulness of the proposed method.

VI. CONCLUSION

As one of the critical quality indices of CNT film, anisotropy
has a great influence on the performance of devices made from
CNT film. However, the anisotropy cannot be measured accu-
rately at a reasonable cost because the measurement process
is destructive and extremely sensitive to environmental distur-
bance. At the same time, the anisotropy has been found to be
closely correlated with the height of the CNT array, which is
another spatial quality characteristic that can be obtained accu-
rately and inexpensively. This research proposes a hierarchical
spatial model consisting of two levels. The first level mainly
focuses on capturing the general trend and the spatial property
of the anisotropy, while the second level is used to characterize
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the spatial property of the relationship between the two quality
indices. After that, an iterative MLE-based algorithm is devel-
oped to estimate the related parameters. A prediction procedure
is also derived for different prediction scenarios, and its effec-
tiveness is verified by a simulation study. Finally, a case study
is utilized to evaluate the performance of the proposed method,
which illustrates that the proposed method has the ability to de-
liver better results for the prediction of anisotropy compared
with two conventional methods.

Considering the many challenges facing nanotechnology re-
search and complexity of different novel processes, the pro-
posed method can be extended to other situations with sim-
ilar metrology needs. Although the change of real applications
may lead to a change of the model format and potentially incurs
new technical difficulties, we believe the adoption of statistical
methods in scaling-up nanotechnology research and production
is a promising area for future research.
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