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Two-dimensional (2-D) data maps are generated in certain advanced manufacturing processes. Such maps contain rich information about process variation and product quality status. As a proven effective quality control technique, statistical process control (SPC) has been widely used in different processes for shift detection and assignable cause identification. However, charting algorithms for 2-D data maps are still vacant. This paper proposes a variable selection-based SPC method for monitoring 2-D wafer surface. The fused LASSO algorithm is firstly employed to identify potentially shifted sites on the surface; a charting statistic is then developed to detect statistically significant shifts. As the variable selection algorithm can nicely preserve shift patterns in spatial clusters, the newly proposed chart is proved to be both effective in detecting shifts and capable of providing diagnostic information for process improvement. Extensive Monte Carlo simulations and a real example have been used to demonstrate the effectiveness and usage of the proposed method.
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1. Introduction

As a proven effective tool for quality control, statistical process control (SPC) has been widely utilized in diverse industries for special cause identification, removal and variation reduction (Montgomery 2009). Different control charts, ranging from univariate charts to multivariate charts, have been extensively studied in the literature. Recently, control charts for profiles are also drawing more and more attentions (Colosimo, Semeraro, and Pacella 2008). With the development of sensing technology, in an advanced process, process or product quality is sometime characterised by 2-D surfaces.

Taking the wafer fabrication process in semiconductor manufacturing as an example, wafer quality and yield are reflected or heavily influenced by spatial characteristics embedded on a 2-D surface. Figure 1 shows one wafer sample, with the site total indicator reading (STIR) reading of each site marked. The wafer is sliced from a silicon ingot, then processed and shipped to downstream manufacturers for integrated circuit (IC) fabrication. The manufacturing process will be introduced further in Section 7. Certain quality indices that reflect wafer thickness and flatness are important to process yields, therefore, should be closely measured and monitored. To evaluate wafer quality, the wafer is marked into different sites; the number of sites is determined by wafer size. Lin, Wang, and Yeh (2013) explained the detailed technical definition of different quality indices of wafers. Among others, STIR is one important quality index that indicates the flatness of each site on a wafer. The STIR of a wafer is affected its manufacturing processes. Changes in process condition may lead to sustained shifts on the wafer. Therefore, to better control wafer quality and prevent the propagation of defects to downstream production, it is important to monitor the 2-D STIR map and detect erroneous changes of critical quality characteristics during the production process.

The STIR readings form a 2-D data map structure with unique features. For examples, the readings are spatially distributed with certain neighbourhood structures; this phenomenon assigns additional positional information to each measure. As adjacent sites usually undergo similar treatment conditions, a process fault or change usually causes shifts in the format of clusters. Clustered changes in wafers with discrete readings have drawn the attention of many researchers (see, e.g. Hansen et al. 1997; Jeong, Kim, and Jeong 2008). In this work, we intend to detect process shifts by monitoring the continuous 2-D STIR map. A review of existing research on similar problems will be presented in Section 2.

However, a direct use of traditional SPC control charts is either difficult or inefficient due to the unique spatial characteristics the 2-D map data possess. The aim of this paper is to develop advanced SPC methods for monitoring 2-D surface. A spatial variable selection method is proposed jointly with the SPC monitoring algorithm for early detection of process failures so that defects can be prevented from spreading throughout the production process. In addition, a variable selection algorithm
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2. Review of SPC methods for 2-D surface data monitoring

In quality inspection, two types of data maps could be generated in the form of a 2-D map. For example, in die functionality testing in semiconductor manufacturing, a 2-D map with binary or integer data is usually observed. Hansen, Nair, and Friedman (1997) showed a wafer example of 300 chips on the top, with each chip being classified as either ‘fail’ or ‘pass’ through die function testing. Thus, a 2-D map of 0/1 is recorded for each wafer. Such 2-D maps share a similar structure as the one shown in Figure 1 except that the data are binary. In the literature, extensive studies on cluster identification using binary wafer maps has been reported (see, e.g. Hwang and Kuo 2007; Yuan and Kuo 2008; Liu et al. 2008). As shifts in the 2-D binary map are usually caused by process changes, SPC has also been employed to monitor such data maps. For example, Albin and Friedman (1989) studied the impact of clustered defects and proposed the use of the Neyman distribution to model and monitor the number of defects on a wafer. Hansen, Nair, and Friedman (1997) modelled a binary wafer map as an overlap of a normal map with defects randomly located and a map with defects shown in clusters, then developed testing statistics for checking the existence of spatial clusters by counting the number of neighbours of defective chips and the number of neighbours of nondefective chips. Hsu and Chien (2007) proposed a hybrid data mining approach to extraction of shift patterns from binary 2-D data map. Jeong, Kim, and Jeong (2008) transformed a 2-D discrete data map using spatial correlogram for defect pattern identification. More recently, Chien, Hsu, and Chen (2013) developed an online algorithm for 2-D binary wafer map detection and classification.

Besides the 2-D discrete map, a 2-D continuous map, as the one shown in Figure 1, can also be collected. Different from the pass/fail discrete data, surface measurements such as STIR are continuous and carry richer information than discrete or binary defect data. Wang, Wu, and Wang (2015) analysed the control of a nanomanufacturing process, which produces...
nanotube arrays in the form of a 2-D map. Such continuous measurements retain critical information of process steps, which can be utilised for root cause diagnosis if any shifts are detected.

There is a vast literature on modelling and analysis of spatial variation patterns. For example, Stine et al. (1997) proposed to decompose the variation of IC processes and devices into three levels: wafer-level, die-level and wafer-die interaction. Jeong, Lu, and Wang (2006) proposed a wavelet-based procedure for functional data analysis, which is a more general type of data with particular spatial structures. Reda and Nassif (2009) assumed that the spatial measurements collected from wafer testing follow a multivariate normal distribution. Cheng et al. (2011) studied the die-level variation, and suggested that spatial variation comes from deterministic across-wafer variation, while purely random spatial variation is not significant. Bao et al. (2014) modelled wafer variation using a hierarchical model. These works have provided insights about the variation a wafer has and are expected to benefit the practice with a better understanding of their processes. However, such analysis is carried out targeting at the usual variation a manufacturing process exhibits, which is what the term 'common-cause variation' represents in SPC. When a process goes out of control due to process shifts, component failures or other unexpected changes, 'special-cause variation' emerges.

SPC is a quality control technique designed to monitor process status, detect process shifts and provide diagnostic information if needed. Although SPC has been widely used in diverse industries and proven effective for variation reduction, SPC methods for wafer monitoring using 2-D continuous data map is still vacant in the literature. In the current semiconductor industry practice we have experienced, the maximum STIR value on each wafer is used for monitoring. This strategy obviously ignores information embedded in the 2-D map, which should be utilised to enhance process monitoring for detecting spatial clusters and diagnosing root causes.

Product surface data could be monitored using multivariate SPC charts if the measures at each site are considered a random variable and the 2-D map is represented by a multivariate random vector. However, traditional multivariate SPC methods don’t consider spatial characteristics the data have and may lose efficiency when monitoring and identifying spatial clusters in 2-D maps. Moreover, the vector often has very high dimensions since the number of sites on a 2-D map increases quadratically with its physical dimension. Therefore, SPC methods without dimension reduction are rendered useless in practice (Jiang and Tsui 2008).

Recently, novel multivariate SPC methods with dimension reduction capability have been developed to alleviate the high dimensionality problem. Wang and Jiang (2009) and Zou and Qiu (2009) independently proposed to conduct variable selection in a multivariate vector and monitor only specific directions identified by the variable selection algorithms. Jiang, Wang, and Tsung (2012) extended the work of Wang and Jiang (2009) to an EWMA-based framework. The authors have shown that the variable selection-based multivariate control charts are appealing, especially when the dimension of observation vectors is very high. However, these variable selection-based control charts are generic; the unique while important spatial information in the 2-D STIR map is not taken into consideration. Such information may be helpful in identifying spatial areas that result in clustered defects. Therefore, in this work, we propose to extend the variable selection-based SPC methods to monitor 2-D surface data. Potential defect clusters are first screened out via spatial variable selection while neighbourhood relationships between adjacent sites are considered when locating spatial clusters. A control chart statistic is then designed to monitor the identified cluster(s). By taking advantages of the spatial relationships, it is expected that the proposed multivariate SPC method performs more efficiently in process monitoring and diagnosis for improving wafer quality.

3. A fused LASSO-based control chart

To characterise the 2-D surface map shown in Figure 1, we treat the value at each site as a random variable, and thus represent the whole map using a high-dimensional random vector \( y_t \), where \( t \) represents time order or wafer index. Without loss of generality, we assume that when the process is in control, the map has no cluster of mean shifts and each site is standardised to follow a normal distribution with mean zero and unit variance. In addition, all sites are assumed independent. That is, \( y_t \sim MN(0, I) \) where \( I \) is an identity matrix. When the manufacturing process produces the wafer deteriorates, mean shifts are usually seen in multiple adjacent sites. That is, \( y_t \sim MN(\mu, I) \), where \( \mu = (\mu_1, \mu_2, \ldots, \mu_p) \) is a \( p \)-dimensional vector with nonzero elements indicating shift magnitude. An identity covariance matrix is assumed in this work while it is not difficult to generalise the proposed method to the case with a general covariance matrix.

In order to monitor the mean changes in \( y_t \), Jiang and Tsui (2008) developed a likelihood ratio test framework for the following hypotheses,

\[
\begin{align*}
H_0 : \mu &= 0 \\
H_1 : \mu \neq 0.
\end{align*}
\]

Since the mean vector is not specified in the alternative hypothesis, the generalised likelihood ratio test (GLRT) can be developed by contrasting the likelihood functions under the null and alternative hypotheses. The null hypothesis is rejected
when
\[ y_i^T y_i - S_t > h \]
holds, where \( h \) is the threshold that controls the type I error probability \( \alpha \) and
\begin{equation}
S_t = \min_{\mu \neq 0} (y_i - \mu)^T (y_i - \mu)
\end{equation}
provides the maximum likelihood estimate of the mean parameter \( \mu \) under the alternative hypothesis. It can be shown that the minimum is attained when \( \hat{\mu}_i = y_i \), and the GLRT statistic reduces to the well-known Hotelling’s \( T^2 \) statistic, which measures the distance between \( y_i \) and \( 0 \).

The above-mentioned derivation shows that the Hotelling’s \( T^2 \) statistic can be viewed as a two-step procedure: first, estimating the mean shift under the alternative hypothesis using \( \hat{\mu}_i = y_i \); second, testing the hypotheses along the direction of \( \hat{\mu}_i \). As Wang and Jiang (2009) noted, it is inappropriate to take \( y_i \) as an estimate of mean shift since all the components of \( y_i \) are generally nonzero, which implicitly imply all components shift simultaneously. Different methods can be used to estimate the mean shift under the alternative hypothesis. For example, in the adaptive \( T^2 \) chart developed by Wang and Tsung (2008), the authors used a model-free EWMA statistic to estimate the mean shift using historical observations. Once an estimate of \( \mu \) is obtained, the process is monitored using a directionally variant chart. Alternatively, Wang and Jiang (2009) assumed that assignable causes usually affect a few rather than all variables at the same time in a multivariate process. They suggested using variable selection techniques to first find suspected variables and then integrate such information with the monitoring statistic for multivariate process control.

The variable selection algorithm used in Wang and Jiang (2009) and Jiang, Wang, and Tsung (2012) is generic, which does not utilise any domain knowledge of the manufacturing process. It has been shown to be effective to facilitate the SPC monitoring method in Equation (1) with known shift information. That is, if an estimate of the mean shift can be known, the charting algorithm can be tuned to be more effective with respect to the suspected shifts. In monitoring a 2-D data map, since assignable causes may result in defects in spatial clusters of adjacent sites, it is expected that the spatial characteristics may provide particular assistance for capturing mean shifts in clusters, thus help with improved charting performance. Therefore, we here propose to estimate clustered mean shifts based on a penalised version of Equation (2).

### 3.1 Statistical methods for monitoring 2-D surface

In order to efficiently identify out-of-control clusters in a 2-D surface, we consider a modification of the maximum likelihood estimate in the optimisation problem (2) to locate adjacent sites with potential shifts. Therefore, for efficient control chart design, an estimate of process shifts is expected to have the following properties.

First, it should force the mean of in-control sites to be zero. In practice, we believe that assignable causes only result in mean shifts in certain sites and most sites remain in control under the assignable cause of variations. For example, in the wafer lapping process illustrated in Lin and Wang (2011), impurities in the lapping slurry may cause scratches on wafer surface. That is, quality shifts on a 2-D wafer surface turned to be sparse. The optimisation solution is expected to set the mean of in-control sites to zero automatically so that we only need to focus on the sites that have nonzero mean estimates. This will help reduce the dimension that needs to be monitored.

Second, the mean estimate can identify out-of-control sites in clusters. It is already recognised that in wafer applications, defects and shifts tend to occur in clusters. As adjacent areas on a wafer are processed under similar conditions, once an assignment root cause occurs, it usually damages sites that are close to each other. Therefore, the algorithm should take such engineering knowledge into consideration when searching for suspected sites, although the size and location of clusters are all unknown. To achieve the above objectives, we start from the objective function in Equation (2) and modify its solution path by adding new penalties.

When monitoring the mean of a multivariate data stream, Wang and Jiang (2009) and Zou and Qiu (2009) proposed to use the following modified objective function:
\begin{equation}
S_t^{(1)} = \min_{\mu \in \Omega_1} \left[ (y_i - \mu)^T (y_i - \mu) + \sum_{j=1}^{p} g_{\lambda_j}(|\mu_j|) \right],
\end{equation}
where \( g_{\lambda_j}(\cdot) \) is a penalty for achieving certain patterns in \( \mu \) and \( \lambda_j \)'s are tuning parameters controlling the strength of penalisation. If \( g_{\lambda_j}(|\mu_j|) = \lambda_j |\mu_j| \), Equation (3) is a function with LASSO-type \( L_1 \)-penalty, which was proposed by Tibshirani (1996). If \( g_{\lambda_j}(|\mu_j|) = \lambda_j I(|\mu_j| \neq 0) \), the last term in Equation (3) is an \( L_0 \)-penalty that constrains the weighted number of nonzero coefficients in \( \mu \). Both \( L_0 \)- and \( L_1 \)-penalties can help to obtain sparse estimators and hence make the
resulting monitoring more concentrative. Wang and Jiang (2009) used the $L_0$-penalty and Zou and Qiu (2009) used an adaptive $L_1$-penalty to select suspected variables when monitoring multivariate processes.

However, the sparse property of the usual $L_0$- and $L_1$-penalties does not utilise any positional information. When monitoring 2-D surface data, as aforementioned, shift sites with nonzero mean values tend to form clusters. In order to attain sparse but clustered estimator, Tibshirani et al. (2005) proposed a fused LASSO algorithm to further penalise the monitoring 2-D surface data, as aforementioned, shift sites with nonzero mean values tend to form clusters. In order to attain sparse and clustered estimates of site means, we now develop a multivariate control chart to detect the significance of such estimates. We assume that the solution of Equation (4) has the following properties. First, by properly defining neighbours, the added fusion penalty ($\lambda_2$) helps forcing equal shift magnitude among neighbours, which builds the foundation for separating potential out-of-control and in-control clusters and forming clusters of different shift magnitude. Second, the LASSO penalty ($\lambda_1$) helps shrinking small but nonzero elements to zero, thus forming segments of zeros or nonzero but equal values.

Tibshirani et al. (2005) only considered the 1-D case in which $y_t$ is a vector; it cannot be used directly to the 2-D data shown in Figure 1. Friedman et al. (2007) extended the fused LASSO to the 2-D case and connected it with the widely used ‘total variation denoising’ procedure in signal processing (Rudin et al., 1992), particularly image reconstruction. Hoefling (2010) studied the 2-D fused LASSO more extensively and developed a fast path algorithm for implementation, which is briefly discussed in the Appendix. A general spatial fused LASSO method used the following penalised loss function (Hoefling 2010),

$$ S_t^{(3)} = \min_{\mu \in \Omega_1} \left[ (y_t - \mu)^T (y_t - \mu) + \lambda_1 \sum_{j=1}^{p} |\mu_j| + \lambda_2 \sum_{(s,t) \in E, s < t} |\mu_s - \mu_t| \right], \quad (4) $$

where $E$ is a set of neighbourhood clusters consisting of adjacent sites in the map. That is, the modified penalty can be used to force neighbouring sites to have similar magnitude of mean shifts. The definition of the set $E$ is quite flexible. In the examples presented in Friedman et al. (2007) and Hoefling (2010), they considered the immediate left, right, upper and lower sites as neighbours of a focused site. In our example, we also accommodate the immediate upper left, upper right, lower left and lower right sites as neighbours. That is, each site has eight neighbours (unless the site is close to boundary). We denote the solution of Equation (4) as $\tilde{\mu}_t$ in the following discussion.

The solution of Equation (4) has the following properties. First, by properly defining neighbours, the added fusion penalty ($\lambda_2$) can help forcing equal shift magnitude among neighbours, which builds the foundation for separating potential out-of-control and in-control clusters and forming clusters of different shift magnitude. Second, the LASSO penalty ($\lambda_1$) helps shrinking small but nonzero elements to zero, thus separates the in-control sites from the suspects, leaving potential out-of-control clusters stand out.

It is important to note that the above procedure is fully data-driven in finding mean shift clusters. Without the need to specify cluster size and location, it can locate suspected clusters automatically. In general, the two parameters $\lambda_1$ and $\lambda_2$ control the size and significance of the clusters identified. Intuitively, the larger the values of $\lambda_1$, the fewer number of clusters is identified; the larger the values of $\lambda_2$, the smaller size the identified clusters are. Since our objective is not only to identify shift clusters, but also to monitor high-dimensional processes with fewer variables, appropriate choices of these parameters for SPC monitoring will be discussed in the next section.

### 3.2 A fused LASSO-based control chart

Based on the fused LASSO algorithm, we can successfully obtain sparse and clustered estimates of site means. We now develop a multivariate control chart to detect the significance of such estimates. We assume that the solution of Equation (4) is the suspected shifts of the 2-D surface. It is known that in multivariate process monitoring, directionally variant chart is more efficient than the conventional $T^2$ chart given the shift direction information (Wang and Tsung 2008; Wang and Jiang 2009). Therefore, we suggest monitoring the following statistic to detect any clustered mean shifts,

$$ \Lambda_t = \tilde{\mu}_t^T y_t > h \quad (5) $$

It can be shown that this statistic is equivalent to that in Equation (1). If out-of-control clusters are estimated accurately, the above control chart is expected to perform better than the Hotelling’s $T^2$ chart. As this chart is derived based on the fused LASSO variable selection algorithm, we call this chart the fused LASSO-based multivariate statistical process control (MSPC) chart (denoted as FL-MSPC hereafter).

By integrating with the fused LASSO variable selection method, the FL-MSPC chart possesses the following features. First, the variable selection algorithm is helpful in reducing dimensionality. Given an observed sample with a large number...
Figure 2. A simulated surface sample and shifted cluster.

of sites, the potential out-of-control sites are identified automatically by the fused LASSO algorithm. Second, the spatial neighbourhood information among sites is considered by the fused LASSO method and retained in the solution $\tilde{\mu}_t$. Third, the result of variable selection, $\tilde{\mu}_t$, is time varying and helpful in fault diagnosis. If any out-of-control signal is triggered, we can locate the responsible area by checking nonzero components in $\tilde{\mu}_t$. Those sites with nonzero estimates should be responsible for the signal. Therefore, the FL-MSPC chart is capable of achieving process monitoring and diagnosis in a unified approach.

In the following, we shall first study the performance of the FL-MSPC chart for spatial cluster identification and monitoring. We then compare the performance of the FL-MSPC chart with other candidates that can be used for 2-D surface. Finally, an industrial example from a wafer preparation process is analysed for spatial fault detection.

4. Performance analysis of the FL-MSPC chart

One of the most important metrics to assess a control chart is average run length (ARL), which is the average number of observations collected (or run steps) until the first out-of-control signal triggered by the control chart. In this section, we first study the sensitivity of the fused LASSO algorithm in identifying spatial clusters. Then choices of parameters for designing the FL-MSPC chart are discussed.

4.1 Performance of the fusion and LASSO penalties

In this section, we still follow the wafer example. Generally, the dimension of a wafer map is determined by wafer size. For illustration, the wafer map shown in Figure 1 is used to configure the FL-MSPC chart. In this example, the wafer surface is overlaid by 10 by 10 grid lines. By removing blocks around 4 corners, we have 88 sites on each wafer that have STIR measurements for surface monitoring. In the fused LASSO algorithm, each inner cell has eight neighbour sites around. For edge or corner sites, some of their neighbours are cut off. If the wafer map is different from Figure 1, similar analysis can be performed.

In the following, we will study the performance of the fused LASSO algorithm and confirm its properties in dimension reduction for cluster identification. For performance analysis, we assume that when the wafer is in control, each site is independent of other sites and follows a standardised normal distribution. When a process shift occurs, it affects the mean of a cluster of adjacent sites. For illustration, we randomly generate a sample of in-control surface with each site independently distributed, as shown in Figure 2(a). The grayscale indicates each site’s STIR value. It is seen that since the process is in control, there is no apparent spatial patterns on the surface. The shift pattern in Figure 2(b) is then added to the surface sample. The fused LASSO algorithm is applied to verify its performance in shift pattern identification.
4.1.1 When shift magnitude increases

Figure 3(a)–(c) shows the performance of the fused LASSO algorithm with $\lambda_1=0.1$ and $\lambda_2 = 0.2$ for identifying the cluster in Figure 2 when the shift size $\delta$ changes from 1 to 5. The corresponding sites and clusters identified by the fused LASSO algorithm is shown in shaded areas (the darker, the higher STIR values the corresponding sites have). The grayscale of each site reflects the variable selection solution obtained via Equation (4). Those sites with the same colour are grouped by the fusion term in the model. When the shift size increases, we can see that the shift cluster becomes more apparent. Thus, it is exemplified that the fused LASSO algorithm is capable of identifying spatial clusters with sites of approximately equal shift sizes. Meanwhile, nonshift sites can also be identified, grouped and set to zero by the LASSO penalty.

4.1.2 The sensitivity of parameters for spatial cluster identification

Next, we vary the value of the two parameters $\lambda_1$ and $\lambda_2$ to see their effects for cluster identification. From the model in Equation (3), the LASSO coefficient $\lambda_1$ is used to force certain nonzero components to zero. A large value tends to generate more zeros in $\hat{\mu}$. In the extreme case, a sufficiently large value of $\lambda_1$ will turn all elements in $\hat{\mu}$ to zero, while a zero value of $\lambda_1$ makes the solution lose the sparse property and very likely no zeros can be found in $\hat{\mu}$. On the other hand, the fusion coefficient $\lambda_2$ determines how stairs are merged and clusters are formed. A large value of $\lambda_2$ tends to put more emphasis on cluster edges and force less clusters, while a small value of $\lambda_2$ tends to ignore the boundary effect of clusters. As a special case, when $\lambda_2 = 0.0$, cluster boundaries are totally ignored and the fused LASSO algorithm reduces to the regular LASSO algorithm, which does not consider any spatial neighbourhood relationship. Consequently, the identified clusters may randomly scatter over the map.

For the cluster shift pattern assigned in Figure 2, Figure 3 shows cases when changing the penalty parameters or shift sizes. It is easy to see that when $\lambda_1$ increases, the boundary between chosen and unchosen sites gradually stands out; the cluster becomes clearer when other sites are set to zero. When $\lambda_1$ becomes extremely large, it is possible that all sites are set to zero. It is also evident that the added fusion penalty is helpful in removing noise and forming clusters. Therefore, the shift pattern in (g)–(l) is mostly more prominent than that in (d)–(f).

The fused LASSO algorithm is briefly outlined in the Appendix. In the fusion step, clusters are formed by penalising boundaries among clusters. In the LASSO step, a soft-thresholding operation is applied to the fusion solution to shrink shift size and remove sites with small shifts. The above observations drawn from Figure 3 are consistent with our understanding of the algorithm.

4.2 Run length performance of FL-MSPC chart

To illustrate the performance of the FL-MSPC chart for detecting spatial clusters on a 2-D map, we use the above wafer example and simulate different failure patterns, namely Patterns A, B, C, D, E and F in Figure 4 for study. Note that the cluster patterns in Figure 4 are designed to cover both single-site shifts (Pattern A) and large cluster shifts (Patterns C and D), multiple cluster shifts (Pattern E) and complex pattern shifts (Pattern F). When any shifts occur, it is assumed that all changed sites suffer from the same magnitude of sustained shifts. The shift magnitude varies from 0.05 to 5.0 to cover small, moderate and large sizes, which is common considered in SPC literature.

It should be noted that the FL-MSPC is location invariant, that is, its performance is not affected by the location of shift clusters, as long as the shape of shift clusters and their neighbour relationship remain unchanged. This happens since the chart statistic does not consider sequence of the variables in the vector. Moving cluster locations is equivalent to moving a block of variables together in the vector. So, the charting performance will not be affected.

To illustrate the effect of the penalty parameters $\lambda_1$ and $\lambda_2$, we define relative efficiency (RE) of a FL-MSPC chart as the ratio of ARL’s between the conventional $T^2$ chart and the corresponding FL-MSPC chart for detecting the same cluster of mean shifts. A value of RE larger than one implies superior performance of the FL-MSPC chart compared to the conventional $T^2$ chart.

We first discuss the case when using only one penalty parameter for variable selection in Equation (4). Figure 5 presents the RE values of different FL-MSPC charts with only one penalty parameter. Note that when $\lambda_2 = 0.0$, the fused LASSO algorithm reduces to the regular LASSO algorithm and the FL-MSPC chart is analogous to the variable selection multivariate statistical process control (VS-MSPC) chart proposed by Wang and Jiang (2009). As an example, Figure 5(a) plots of the RE values of the FL-MSPC chart for detecting the six types of clusters when $\lambda_1 = 0.2$ and $\lambda_2 = 0.0$. It is easy to see that for a single-site mean shift, the FL-MSPC chart outperforms the $T^2$ chart for detecting shifts of almost all clusters with moderate shifts. This agrees with our expectation that the LASSO algorithm can improve the shift detection through dimension reduction. The performance of the FL-MSPC is especially prominent for large and simple clusters, such as Patterns
Figure 3. Clusters selected by the fused LASSO algorithm. (a)–(c): fixed $\lambda_1=0.1$, $\lambda_2=0.2$, $\delta=1.0$ and $\lambda_1=0.1$, $\lambda_2=0.2$, $\delta=3.0$; (d)–(f): fixed $\lambda_2=0.0$ and $\lambda_1=0.3$, $\lambda_2=0.0$, $\delta=2.0$; (g)–(i): fixed $\lambda_1=0.1$, $\lambda_2=0.2$, $\delta=2.0$; (j)–(l): varying $\lambda_1$, $\lambda_2$ and $\delta$.

B, C, and D. For complex shift patterns E and F, the FL-MSPC chart also improves the charting performance, although not as significant as other patterns.

On the other hand, Figure 5(b) plots the RE values of the FL-MSPC chart for detecting the six types of clusters when $\lambda_1=0.0$ and $\lambda_2=0.2$. It is easy to see that the FL-MSPC chart significantly outperforms the conventional $T^2$ chart if the cluster is not too small. The larger size the cluster has, the more significant the RE improvement is for the FL-MSPC chart, especially when the shift magnitude is small. This indicates that the fusion penalty is very effective in identifying clusters.
and consequently improving the change detection performance. When the shift magnitude is large, both $T^2$ and FL-MSPC methods can detect the change very quickly, so the advantage of fusion penalty diminishes. For detecting mean shifts in a single site, the fusion penalty fails to identify mean shifts with small magnitude due to random errors but still effectively detect shifts of large magnitude, compared to the conventional $T^2$ method.

It is important to note that the RE values of the FL-MSPC chart over the $T^2$ chart are more prominent in Figure 5(b) than those in (a), especially for large clusters of mean changes. For example, the FL-MSPC chart with only the fusion penalty $\lambda_2 = 0$ improves over the conventional $T^2$ chart by more than 50% for detecting a mean shift of cluster pattern C and magnitude 1.5, whereas the FL-MSPC chart with only $L_1$-penalty $\lambda_1 = 0.2$ improves only 2%. Even for detecting a single site of clusters, the former FL-MSPC chart significantly outperforms the latter FL-MSPC chart in detecting shifts of large magnitudes, although the former performs worse in small magnitudes. This implies that the fusion penalty is in fact effective for dimension reduction in the case of large magnitudes, although it does not aim to reduce the dimension. Nevertheless, the fusion penalty suffers from inevitable randomness when the shift magnitude is too small and renders disadvantageous of the corresponding FL-MSPC method.

5. Design guidelines for FL-MSPC chart

In general, design of the FL-MSPC chart involves three parameters, $\lambda_1$, $\lambda_2$ and $h$. Once the parameters $\lambda_1$ and $\lambda_2$ are chosen, $h$ is determined by the pre-specified value of $ARL_0$. In order to gain insights into the joint effects of the two parameters $\lambda_1$ and $\lambda_2$ on the run length performance of the FL-MSPC chart, we simulate the clusters in Figure 4 and evaluate the $ARL$ values of the corresponding FL-MSPC charts for detecting spatial clusters on a 2-D map.

To thoroughly study the performance of the proposed chart under different parameter settings, we here set $\lambda_1$ to four different levels, and $\lambda_2$ to five different levels. Thus, 20 parameter combinations, as shown in Table 1, are generated in total. For each parameter combination, the corresponding FL-MSPC chart is implemented to monitor a simulated process with 6 different shift clusters with 10 shift sizes; their out-of-control $ARL$ performance is reported in Table 2. All control limits are tuned to have an equal in-control $ARL$ approximately 200.

From Table 2, it can be seen that imposing a small $L_1$-penalty when $\lambda_2 = 0.0$ always helps detecting spatial clusters although the improvement over the conventional $T^2$ chart is not significant. As shown in Figure 5, the relative efficiency of the FL-MSPC chart may deteriorate for detecting medium to large clusters with small magnitude when $\lambda_1$ is too big. When fixing the value of $\lambda_1$, increasing the value of $\lambda_2$ often helps detecting large clusters. For example, for detecting a cluster of
Table 1. Parameter combinations of the FL-MSPC chart to be studied.

<table>
<thead>
<tr>
<th>Case number</th>
<th>$\lambda_1$</th>
<th>$\lambda_2$</th>
<th>Case number</th>
<th>$\lambda_1$</th>
<th>$\lambda_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
<td>11</td>
<td>0.1</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0.1</td>
<td>12</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>3</td>
<td>0</td>
<td>0.2</td>
<td>13</td>
<td>0.1</td>
<td>0.2</td>
</tr>
<tr>
<td>4</td>
<td>0</td>
<td>0.3</td>
<td>14</td>
<td>0.1</td>
<td>0.3</td>
</tr>
<tr>
<td>5</td>
<td>0</td>
<td>0.4</td>
<td>15</td>
<td>0.1</td>
<td>0.4</td>
</tr>
<tr>
<td>6</td>
<td>0.05</td>
<td>0</td>
<td>16</td>
<td>0.2</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>0.05</td>
<td>0.1</td>
<td>17</td>
<td>0.2</td>
<td>0.1</td>
</tr>
<tr>
<td>8</td>
<td>0.05</td>
<td>0.2</td>
<td>18</td>
<td>0.2</td>
<td>0.2</td>
</tr>
<tr>
<td>9</td>
<td>0.05</td>
<td>0.3</td>
<td>19</td>
<td>0.2</td>
<td>0.3</td>
</tr>
<tr>
<td>10</td>
<td>0.05</td>
<td>0.4</td>
<td>20</td>
<td>0.2</td>
<td>0.4</td>
</tr>
</tbody>
</table>

Figure 5. RE of FL-MSPC charts with only one tuning parameter.

pattern C with $\delta = 1$, the FL-MSPC chart with $\lambda_1 = 0.1$ takes 31.9 steps on average if $\lambda_2 = 0.0$, which is significantly longer than the FL-MSPC chart with $\lambda_2 = 0.2$, which only takes 22.8 steps on average. However, too much penalty using $\lambda_2$ is too
<table>
<thead>
<tr>
<th>λ₁</th>
<th>0.0</th>
<th>0.05</th>
<th>0.1</th>
<th>0.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>188</td>
<td>188</td>
<td>191</td>
<td>195</td>
</tr>
<tr>
<td>0.01</td>
<td>188</td>
<td>189</td>
<td>191</td>
<td>195</td>
</tr>
<tr>
<td>0.02</td>
<td>188</td>
<td>190</td>
<td>191</td>
<td>195</td>
</tr>
<tr>
<td>0.03</td>
<td>188</td>
<td>190</td>
<td>191</td>
<td>195</td>
</tr>
<tr>
<td>0.04</td>
<td>188</td>
<td>190</td>
<td>191</td>
<td>195</td>
</tr>
<tr>
<td>0.1</td>
<td>187</td>
<td>187</td>
<td>193</td>
<td>195</td>
</tr>
<tr>
<td>0.2</td>
<td>187</td>
<td>187</td>
<td>193</td>
<td>195</td>
</tr>
</tbody>
</table>

Cluster Pattern A

<table>
<thead>
<tr>
<th>λ = 0.5</th>
<th>0.0</th>
<th>0.05</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>149</td>
<td>147</td>
<td>148</td>
<td>156</td>
<td>165</td>
<td></td>
</tr>
<tr>
<td>0.01</td>
<td>149</td>
<td>147</td>
<td>147</td>
<td>156</td>
<td>165</td>
<td></td>
</tr>
<tr>
<td>0.02</td>
<td>149</td>
<td>147</td>
<td>147</td>
<td>156</td>
<td>165</td>
<td></td>
</tr>
<tr>
<td>0.03</td>
<td>149</td>
<td>147</td>
<td>147</td>
<td>156</td>
<td>165</td>
<td></td>
</tr>
<tr>
<td>0.04</td>
<td>149</td>
<td>147</td>
<td>147</td>
<td>156</td>
<td>165</td>
<td></td>
</tr>
<tr>
<td>0.1</td>
<td>148</td>
<td>147</td>
<td>147</td>
<td>156</td>
<td>165</td>
<td></td>
</tr>
<tr>
<td>0.2</td>
<td>148</td>
<td>147</td>
<td>147</td>
<td>156</td>
<td>165</td>
<td></td>
</tr>
</tbody>
</table>

Cluster Pattern B

<table>
<thead>
<tr>
<th>λ = 0.5</th>
<th>0.0</th>
<th>0.05</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>118</td>
<td>111</td>
<td>104</td>
<td>110</td>
<td>117</td>
<td>118</td>
<td>111</td>
</tr>
<tr>
<td>0.01</td>
<td>118</td>
<td>111</td>
<td>104</td>
<td>110</td>
<td>117</td>
<td>118</td>
<td>111</td>
</tr>
<tr>
<td>0.02</td>
<td>118</td>
<td>111</td>
<td>104</td>
<td>110</td>
<td>117</td>
<td>118</td>
<td>111</td>
</tr>
<tr>
<td>0.03</td>
<td>118</td>
<td>111</td>
<td>104</td>
<td>110</td>
<td>117</td>
<td>118</td>
<td>111</td>
</tr>
<tr>
<td>0.04</td>
<td>118</td>
<td>111</td>
<td>104</td>
<td>110</td>
<td>117</td>
<td>118</td>
<td>111</td>
</tr>
<tr>
<td>0.1</td>
<td>117</td>
<td>112</td>
<td>104</td>
<td>110</td>
<td>117</td>
<td>118</td>
<td>111</td>
</tr>
<tr>
<td>0.2</td>
<td>117</td>
<td>112</td>
<td>104</td>
<td>110</td>
<td>117</td>
<td>118</td>
<td>111</td>
</tr>
</tbody>
</table>

Cluster Pattern C

<table>
<thead>
<tr>
<th>λ = 0.5</th>
<th>0.0</th>
<th>0.05</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.0</td>
<td>31.9</td>
<td>28.2</td>
<td>22.7</td>
<td>22.3</td>
<td>28.5</td>
<td>32.0</td>
</tr>
<tr>
<td>0.01</td>
<td>31.9</td>
<td>28.2</td>
<td>22.7</td>
<td>22.3</td>
<td>28.5</td>
<td>32.0</td>
</tr>
<tr>
<td>0.02</td>
<td>31.9</td>
<td>28.2</td>
<td>22.7</td>
<td>22.3</td>
<td>28.5</td>
<td>32.0</td>
</tr>
<tr>
<td>0.03</td>
<td>31.9</td>
<td>28.2</td>
<td>22.7</td>
<td>22.3</td>
<td>28.5</td>
<td>32.0</td>
</tr>
<tr>
<td>0.04</td>
<td>31.9</td>
<td>28.2</td>
<td>22.7</td>
<td>22.3</td>
<td>28.5</td>
<td>32.0</td>
</tr>
<tr>
<td>0.1</td>
<td>31.5</td>
<td>27.5</td>
<td>22.6</td>
<td>22.3</td>
<td>28.3</td>
<td>31.5</td>
</tr>
<tr>
<td>0.2</td>
<td>31.5</td>
<td>27.5</td>
<td>22.6</td>
<td>22.3</td>
<td>28.3</td>
<td>31.5</td>
</tr>
</tbody>
</table>
Table 2. (Continued).

<table>
<thead>
<tr>
<th>$\lambda_1$</th>
<th>0.0</th>
<th>0.05</th>
<th>0.1</th>
<th>0.2</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_2$</td>
<td>0.0</td>
<td>0.1</td>
<td>0.2</td>
<td>0.3</td>
</tr>
<tr>
<td>$\delta = 0.5$</td>
<td>95.2</td>
<td>83.9</td>
<td>75.8</td>
<td>77.1</td>
</tr>
</tbody>
</table>

Cluster Pattern D

| $\delta = 0.5$ | 95.6 | 83.9 | 76.7 | 75.6 | 80.9 |

Cluster Pattern E

| $\delta = 0.5$ | 93.9 | 84.1 | 80.1 | 83.4 | 86.3 |

Cluster Pattern F

| $\delta = 0.5$ | 127 | 124 | 123 | 131 | 133 |
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conservative in cluster estimation, which in turn hurts the detection of the cluster. For the same value of $\lambda_1$, if $\lambda_2 = 0.4$, the corresponding FL-MSPC chart takes 32 steps on average to detect the cluster.

It is interesting to note that, for detecting mean shifts on a single site, the introduction of $\lambda_2 > 0$ always deteriorates the detection capability of the FL-MSPC chart when the shift magnitude is small or moderate, and improves the capability when the shift magnitude is large, regardless the value of $\lambda_1$. For example, the ARL value of the FL-MSPC chart with $\lambda_1 = 0.2$ increases from 156 to 191 for detecting a single-site mean shift of magnitude $\delta = 1$ when $\lambda_2$ increases from 0.0 to 0.4. On the other hand, the ARL of the same charts decreases from 11.1 to 7.20 for $\delta = 4$. This illustrates that the penalty imposed by $\lambda_2$ can also helps detecting large magnitudes of single-site mean shifts, although it mainly improves the detection of clusters.

Based on the above discussion of the fused LASSO algorithm for cluster identification, we know that the choice of $\lambda_1$ and $\lambda_2$ strongly depends on map configuration, spatial cluster size and shift magnitude. In general, there is no selection of the parameters that is uniformly better than other choices. To facilitate the design of FL-MSPC charts, Figures 6 and 7 show

![Figure 6. RE contour plots of relative efficiency for FL-MSPC charts when $\delta = 0.5$.](image)
Figure 7. Contour plots of relative efficiency for FL-MSPC charts when $\delta = 2$.

contour plots of the RE of FL-MSPC charts for detecting the six cluster patterns with $\delta = 0.5$ and 2.0, respectively. If one only concerns cluster detection, we should refer to plots (b)–(f) in Figures 6 and 7. For detecting clusters with small shift magnitudes (e.g. $\delta = 0.5$), the optimal choice of $(\lambda_1, \lambda_2)$ changes from somewhere around $(0.1, 0.2)$ to somewhere around $(0.0, 0.2)$ when the cluster size increases from small to large. Similarly, for detecting clusters with moderate shift magnitudes (e.g. $\delta = 2$), the optimal choice of $(\lambda_1, \lambda_2)$ remains around $(0.2, 0.3)$ when the cluster size increases from small to large, and $(0.1, 0.2)$ for the complex shift patterns. For detecting clusters with moderate shift magnitudes ($\delta \geq 3$), the FL-MSPC chart is not sensitive to parameter choices for large clusters since all cluster shifts can often be detected right after the change happens. Therefore, if a simple guideline for parameter choice is preferred, a choice of $(0.1, 0.2)$ for detecting small clusters and $(0.05, 0.3)$ or $(0.1, 0.2)$ may work well for detecting large clusters in practice. Note that these choices do not intend to optimise the run length performance for detecting any particular magnitude of shifts. In the following, we should compare the performance of these two FL-MSPC charts with other alternative control charts for detecting spatial clusters.
6. Comparison with other alternative control charts

The FL-MSPC chart is designed to detect clusters in a 2-D map. We now compare the FL-MSPC chart with several alternative multivariate control charts. The list of competing charts should cover both publicly popular methods seen in the SPC literature and practical methods really used by field engineers.

As discussed before, if we treat the 2-D map as a high-dimensional vector, we can implement the Hotelling’s $T^2$ chart. Hotelling’s $T^2$ chart is a popular chart for general purpose multivariate process monitoring. Therefore, we choose Hotelling’s $T^2$ chart as the first alternative.

The second alternative is the common practice for STIR monitoring. In practice, an engineer only picks up the largest STIR value one sees from a map and monitor the extreme value. This is essentially a Shewhart chart that monitors the maximum STIR value of each wafer (denoted as the Max chart here). It can also be considered as a variable selection-based control chart since it selects one site each time. As far as we know, the integrated circuit industry ignores rich 2-D information but looks at the maximum of all sites only for quality inspection. Obviously, this treatment results in significant loss of useful information that have already been obtained from wafer surface.

The third chart for comparison is the variable selection-based chart (VS-MSPC) proposed by Wang and Jiang (2009). The VS-MSPC chart is established based on the idea of achieving dimension reduction via variable selection. However, the VS-MSPC chart does not consider the spatial structure that a 2-D data sample possesses, which may potentially adversely affect its performance. There is one critical parameter, $M$, in the VS-MSPC chart, that is, the number of suspected sites. The VS-MSPC chart only keeps the exact number of suspected sites during variable selection. Wang and Jiang (2009) did not give an optimal choice for parameter $M$. The authors tested $M = 1 \sim 3$ for processes with 50 and 100 variables, and suggested that the VS-MSPC chart is robust to parameter misspecification; the performance of the VS-MSPC chart is visually indistinguishable when underestimate or overestimate the true number of shifted variables. Therefore, a small value is usually suggested to benefit from the enhanced power of reducing dimension. In the following simulation, for demonstration, $M$ is set to five.

For comparison purposes, we select three FL-MSPC charts, (0.2, 0.0), (0.1, 0.2) and (0.05, 0.3). The first one is a counterpart of the VS-MSPC chart, which uses $L_1$- instead of $L_0$-penalty for variable selection. The other two FL-MSPC chart with nonzero value of $\lambda_2$ follow from the design in the last section and aim to detect small and large clusters, respectively. The ARL comparison results are shown in Table 3. It is easy to see that no chart is uniformly the best among all alternatives for detecting any clusters of mean shifts. The industry standard method, the Max chart performs the best only for detecting mean shifts of a single site. This is because the Max chart selects the most outstanding site each time and thus greatly reduces the number of dimension. However, when there is clusters, the Max chart ignores useful information in other sites and always performs the worst among all alternatives. That is, it is not efficient for cluster identification.

Comparing to the $T^2$ chart, the VS-MSPC chart performs better for mean shifts of moderate to large magnitudes in small clusters, but worse when the mean shifts are small and/or in large clusters. Wang and Jiang (2009) have argued that the VS-MSPC chart performs worse than the $T^2$ chart due to the randomness of variable selection algorithms when small shifts occur. For detecting large clusters, since the VS-MSPC chart always keeps a limited number of suspected sites (e.g. 5 in our example), when the true number of shifted sites are much larger than the designated one, its performance is often hurt.

As a special case, comparing the FL-MSPC chart with parameters (0.2, 0.0) and the VS-MSPC chart, both charts utilise variable selection techniques to reduce dimensions. The latter uses $L_0$-penalty with the specified number of suspected variables, while the former uses $L_1$-penalty with the penalty coefficient $\lambda_1$. The larger value $\lambda_1$ is, less variables will be
Table 3. Comparison of control charts for detecting spatial clusters.

<table>
<thead>
<tr>
<th>Method</th>
<th>$T^2$</th>
<th>Max</th>
<th>VS-MSPC</th>
<th>FL-MSPC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_1$</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.2</td>
</tr>
<tr>
<td>$\lambda_2$</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>0.0</td>
</tr>
</tbody>
</table>

**Cluster Pattern A**

| $\delta = 0.5$ | 188 | 186 | 192 | 187 | 192 | 191 |
| 1.0 | 155 | 146 | 156 | 156 | 170 | 177 |
| 1.5 | 118 | 72.4 | 97.6 | 116 | 134 | 150 |
| 2.0 | 80.9 | 27.4 | 48.4 | 78.3 | 89.8 | 109 |
| 2.5 | 51.9 | 11.9 | 23.2 | 49.5 | 51.7 | 61.4 |
| 3.0 | 31.9 | 5.25 | 10.6 | 30.2 | 29.6 | 31.4 |
| 3.5 | 19.5 | 2.85 | 5.16 | 18.0 | 15.9 | 15.7 |
| 4.0 | 12.0 | 1.80 | 3.09 | 11.1 | 9.23 | 8.55 |
| 4.5 | 7.46 | 1.36 | 2.05 | 6.73 | 5.50 | 4.81 |
| 5.0 | 4.71 | 1.16 | 1.51 | 4.29 | 3.35 | 2.81 |

**Cluster Pattern B**

| $\delta = 0.5$ | 149 | 158 | 163 | 148 | 145 | 157 |
| 1.0 | 65.4 | 69.1 | 72.1 | 64.5 | 59.6 | 69.5 |
| 1.5 | 22.2 | 21.4 | 19.0 | 21.7 | 17.8 | 19.3 |
| 2.0 | 7.49 | 7.14 | 5.44 | 7.18 | 5.55 | 5.53 |
| 2.5 | 2.99 | 2.85 | 1.98 | 2.87 | 2.23 | 2.10 |
| 3.0 | 1.59 | 1.53 | 1.20 | 1.54 | 1.29 | 1.24 |
| 3.5 | 1.14 | 1.13 | 1.03 | 1.12 | 1.04 | 1.03 |
| 4.0 | 1.03 | 1.02 | 1.00 | 1.02 | 1.00 | 1.00 |
| 4.5 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| 5.0 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |

**Cluster Pattern C**

| $\delta = 0.5$ | 118 | 132 | 136 | 117 | 104 | 112 |
| 1.0 | 31.9 | 44.6 | 40.9 | 31.5 | 22.8 | 22.3 |
| 1.5 | 7.33 | 12.7 | 8.30 | 7.16 | 4.69 | 4.36 |
| 2.0 | 2.29 | 4.29 | 2.26 | 2.23 | 1.67 | 1.53 |
| 2.5 | 1.22 | 1.90 | 1.17 | 1.21 | 1.07 | 1.03 |
| 3.0 | 1.02 | 1.16 | 1.01 | 1.02 | 1.00 | 1.00 |
| 3.5 | 1.00 | 1.02 | 1.00 | 1.00 | 1.00 | 1.00 |
| 4.0 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| 4.5 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| 5.0 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |

**Cluster Pattern D**

| $\delta = 0.5$ | 95.2 | 113 | 115 | 94.4 | 78.0 | 75.6 |
| 1.0 | 17.4 | 32.7 | 27.0 | 17.1 | 10.7 | 9.60 |
| 1.5 | 3.40 | 8.80 | 4.45 | 3.34 | 2.28 | 2.01 |
| 2.0 | 1.32 | 3.08 | 1.55 | 1.31 | 1.10 | 1.06 |
| 2.5 | 1.02 | 1.49 | 1.04 | 1.02 | 1.00 | 1.00 |
| 3.0 | 1.00 | 1.06 | 1.00 | 1.00 | 1.00 | 1.00 |
| 3.5 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| 4.0 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| 4.5 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| 5.0 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
Table 3. (Continued).

<table>
<thead>
<tr>
<th>Method</th>
<th>$T^2$ Max</th>
<th>VS-MSPC</th>
<th>FL-MSPC</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_1$</td>
<td>–</td>
<td>–</td>
<td>0.2</td>
</tr>
<tr>
<td>$\lambda_2$</td>
<td>–</td>
<td>–</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Cluster Pattern E

| $\delta = 0.5$ | 94.6 | 113 | 110 | 94.1 | 80.1 | 80.4 |
| 1.0 | 16.2 | 31.6 | 24.6 | 16.1 | 11.2 | 11.6 |
| 1.5 | 3.02 | 8.09 | 4.03 | 2.97 | 2.23 | 2.32 |
| 2.0 | 1.25 | 2.74 | 1.44 | 1.23 | 1.10 | 1.10 |
| 2.5 | 1.01 | 1.38 | 1.03 | 1.00 | 1.00 | 1.00 |
| 3.0 | 1.00 | 1.04 | 1.00 | 1.00 | 1.00 | 1.00 |
| 3.5 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| 4.0 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| 4.5 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| 5.0 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |

Cluster Pattern F

| $\delta = 0.5$ | 127 | 140 | 142 | 127 | 126 | 133 |
| 1.0 | 38.1 | 49.4 | 47.1 | 37.4 | 37.9 | 42.4 |
| 1.5 | 9.95 | 14.4 | 9.98 | 9.69 | 9.22 | 10.7 |
| 2.0 | 2.91 | 4.51 | 2.68 | 2.81 | 2.66 | 3.06 |
| 2.5 | 1.40 | 1.91 | 1.24 | 1.37 | 1.33 | 1.39 |
| 3.0 | 1.06 | 1.19 | 1.02 | 1.05 | 1.03 | 1.05 |
| 3.5 | 1.00 | 1.03 | 1.00 | 1.00 | 1.00 | 1.00 |
| 4.0 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| 4.5 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |
| 5.0 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 | 1.00 |

selected as suspicious variables. When $\lambda_1 \to 0$, the FL-MSPC chart reduces to the $T^2$ chart. In our comparison, the VS-MSPC chart only outperforms the FL-MSPC chart with $\lambda_1 = 0.2$ and $\lambda_2 = 0$ for shifts of moderate to large magnitudes in Pattern A.

As expected, the FL-MSPC chart usually performs the best for detecting clusters of shifts. The FL-MSPC chart with parameters (0.1, 0.2) gives the lost ARL for Pattern B, and the FL-MSPC chart with parameters (0.05, 0.3) performs almost the best for detecting shift Patterns C and D. For the more complex shift patterns E and F, the FL-MSPC chart still performs the best among all.

In summary, if the shift pattern contains only one site, which means the number of shifted variables is very small in the large-dimensional 2-D map, the Max chart that simply monitors the maximum value among all sites is efficient in detecting such shifts. While if shifts are likely to occur in clusters, the proposed FL-MSPC chart is more efficient in detecting such clusters in a 2-D map. The added fusion and LASSO penalties can successfully capture the shift patterns, thus help in reducing dimensionality which in turn improves the detection performance of the FL-MSPC chart. In the next section, we will apply the proposed method to a real industry example to demonstrate its effectiveness.

7. An real example in semiconductor manufacturing

In this section, we apply the proposed chart to the wafer example. One critical step that affects the STIR values of a wafer is the wire slicing stage in wafer fabrication. A schematic illustration of this process is shown in Figure 8. Cutting wire is wound around four wire guides and fed in a forward/backward way, thus functioning as a saw; a silicon ingot moves downwards and is cut into thin pieces by the wire saw.

In the slicing process, wafer quality is very sensitive to process conditions. For example, slurry used for slicing is critical to surface roughness. Slurry is usually blended first and moved to the slicing machine for use. If the slurry is not properly blended, sustained mean shifts in wafer quality is expected to be seen. As another example, tension force is a critical factor that affect wafer flatness. Tension force is maintained by a tension unit. If the unit shifts or fails, wafer flatness is expected to be affected, and this shift will remain for several batches until the tension unit is identified and properly tuned or replaced. Therefore, control chart should be applied to monitor slicing wafers and alarm potential process shifts. In fact, a Max chart
Figure 9. Control charts for a cut of 43 wafers.

(a) Hotelling’s $T^2$

(b) Max

(c) FL-MSPC. $\lambda_1=0.1; \lambda_2=0.2$
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Figure 10. Heat map of STIR values before and after applying the fused LASSO algorithm.

(a) Original STIR map

(b) STIR map after applying fused LASSO. $\lambda_1=0.1; \lambda_2=0.2$
has been equipped by engineers in practice to monitor the slicing process. As previous studied, the Max chart is insensitive to clustered shifts. In the following, we applied different control charts to monitor real samples taken from the slicing process, and demonstrate the usage of the proposed chart.

In the wafer testing site, 43 wafers are measured. A single cut of 43 wafers provides 43 2-D STIR maps. Since at the time of our data collection, process parameters have not been optimally adjusted and the process is not in control. Therefore, we expect all wafers to be out of control. We applied the proposed and competing control charts to monitor these samples and identified suspicious clusters, as shown in Figure 9. Note that, the applications of these control charts are essentially the Shewhart-type, which can be considered as a tool for testing one-at-a-time rather than sequential testing. It is found that wafer ID #8 and #16 on (a) and (c) have extremely large values and thus have been rescaled. Not surprisingly, we found quite a few out-of-control signals in most charts. Specifically, the FL-MSPC chart identifies 9 out-of-control wafers, the VS-MSPC chart identifies 7, while the $T^2$ and Max chart identify 6 samples to be out of control, respectively.

We took a close look at wafer ID #8 that is declared to be out-of-control by all charts, as shown in Figure 9. Figure 10 further shows the heat map of the original dataset and mean estimates obtained from the fused LASSO algorithm. It is evident that the original STIR map shows scattered clusters. After applying the fused LASSO algorithm, some adjacent sites are combined and form large clusters. Further industrial experience reveals that these defective wafers are caused by uneven processing conditions near-edge areas.

The numerical results show that the fused LASSO algorithm is capable of capturing the shift pattern by removing noise and making the shift signals stand out. The original shift pattern, in clusters or other complex shapes, are maintained by the algorithm. This favourable feature of the fused LASSO provides important information to fault diagnosis in practice. As root cause diagnosis is always followed when an out-of-control signal is triggered, it would be beneficial to provide clues regarding the shape, location, size and other aspects of the patterns to guide further investigation of the failures and save cost and time of such operations. The above example shows that the FL-MSPC chart has the merit of providing needed diagnostic information, which is one important advantageous of this proposed chart.

8. Conclusions

This paper proposes a new SPC method for monitoring product surface. Due to special data structures, shifts on product surfaces tend to form spatial clusters. The proposed scheme first uses a variable selection algorithm to estimate shift sites. A fusion penalty is added to help identifying spatial clusters and a $L_1$-penalty is added to reduce noises. A directional chart is then applied to detect out-of-control clusters. Our simulation studies show that the added penalties are beneficial in identifying clusters, enhancing control chart performance, and providing diagnostic information for root cause analysis. An industry example from the wafer fabrication process is investigated to demonstrate the usefulness of the proposed method; the use of the proposed chart can help achieve not only a quick detection of process faults, but also an accurate identification of root causes.

In this paper, we have successfully adapted the fused LASSO algorithm for spatial shift estimation, and studied its design issues. The performance of a likelihood ratio-based control chart has been studied; practical guidelines for control chart selection and design have been presented. The monitoring of 2-D data is a challenging work that needs more research efforts. For example, this paper only considers one test at a time using the current map information, and demonstrates the usefulness of a variable-selection method for process monitoring and diagnosis in 2-D maps. Similar to Zou and Qiu (2009) and Jiang, Wang, and Tsung (2012), it is not difficult to extend our framework to using multivariate EWMA statistics by cumulating historical information. This is expected to improve the SPC detection performance when the smoothing parameter is properly chosen. In addition, shifts in 2-D data maps possess unique spatial structures; measures obtained from adjacent sites are usually correlated. Integrating such information with control chart design should further benefit its performance.
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Appendix 1. Fused LASSO algorithm

The fused LASSO algorithm consists of the following two steps (Friedman et al. 2007; Hoefling 2010) that were used in this paper,

1. Fusion Step: Obtain \( \hat{\mu}^F \) that

\[
\min_{\mu} \left[ (y_t - \mu)'(y_t - \mu) + \lambda_2 \sum_{(s,t) \in E, s < t} |\mu_s - \mu_t| \right]
\]

The efficient general FLSA algorithm in Hoefling (2010) starts with \( \hat{\mu}^F_j = y_{tj} \), then repeatedly fuse and occasionally split neighboring locations. Eventually it produces a solution with clusters. The fusion penalty encourages cluster forming in the layout.

2. LASSO Step

\[
\hat{\mu} = \text{argmin}_\mu \| \hat{\mu}^F - \mu \|^2 + \lambda_1 \sum_{j=1}^p |\mu_j|
\]

This step is effectively a soft-shresholding operation, i.e. \( \hat{\mu}_j = \text{sgn}(\hat{\mu}_j^F)(|\hat{\mu}_j^F| - \lambda_1)_+ \). The clusters obtained in the first step will be kept intact except for that those clusters with small magnitudes will be merged into a single new cluster whose magnitude is set to be 0.