Robust On-line Monitoring for Univariate Processes Based on Two Sample Goodness-of-fit Test
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Abstract - On-line monitoring of quality variables and data streams raises attention in fields of quality management and statistical process control. Though much work has been dedicated on it in the literature, some challenges associated with designing distribution-free on-line control schemes are yet to be addressed well. This paper proposes a new distribution-free control chart for detecting both mean shifts and variance shifts in a univariate process based on nonparametric two sample goodness-of-fit test. It also integrates the self-starting feature by using data-dependent control limits set on-line instead of predetermined limits. Simulation study shows that the chart has satisfactory in-control run length performance given desired ARL and robust detection capability for general out-of-control changes, and is especially useful in short-run processes or start-up stages.
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I. INTRODUCTION

In manufacturing, process quality is usually defined inversely proportional to process variability [1]. Statistical process control (SPC) schemes aim to monitor process variables to ensure that these variables do not shift away from the target values and the variance of them is acceptably small (usually smaller than a certain threshold value which is called control limit). Usually, we can formulate SPC as the following change-point model. For an interested process variable $X$, we assume that there are $m_0$ reference samples $X_{-m_0+1}, \ldots, X_0$ collected when the process is in control, and the $i^{th}$ observation, $X_i$ is collected over time following the change-point model:

$$X_i \overset{i.i.d.}{\sim} \begin{cases} F_0(x) & \text{for } i = -m_0 + 1, \ldots, 0, 1, \ldots, \tau, \\ F_1(x) & \text{for } i = \tau + 1, \ldots \end{cases} \quad (1)$$

where $\tau$ is the unknown change point and $F_0(x)$ and $F_1(x)$ are unknown in-control (IC) and out-of-control (OC) distribution functions, respectively.

Since the first control chart was proposed by Shewhart in 1920s, a large amount of control charts, such like cumulative sum (CUSUM) charts and EWMA charts, have been developed to improve SPC performance. Readers could refer [1] and the references therein for a detailed review. However, most of current SPC schemes assume the process follows a normal distribution. This is simple but in practice the true process distribution is usually complex, such like being heavy tailed or skewed. Then charts with normal assumption will be inaccurate. To address this problem, distribution-free chart based on nonparametric methods is useful. Its merit is that the practitioners need not assume a particular distribution or do in-control probability calculations for the underlying process and the associated performance remains valid for any distribution.

Current nonparametric charts are commonly based on “standardized ranks” of the observations, i.e., using empirical cumulative distribution function (ECDF) to represent the true process distribution. Reference [2] proposed a Shewhart-type chart based on ranks within rational groups. Reference [3] considered a CUSUM chart for group observations based on the Wilcoxon signed-rank statistic. Reference [4] proposed a CUSUM chart for individual observations based on sequential ranks. Though these CUSUM charts incorporate the sequential nature of SPC and are effective in detecting small, persistent process mean shifts, they need to know both IC and OC mean to set up the control limits. Reference [5] described an EWMA chart based on grouped signed-rank statistic. Reference [6] proposed an EWMA chart based on the goodness-of-fit test. Other relative work includes some change-point charts such like [7] and [8] based on the Mann-Whitney test and [9] based on the Kolmogorov-Smirnov and the Cramér-von Mises tests. For a more detailed discuss about the practical advantages of nonparametric charts and an overview of current univariate nonparametric charts, readers could refer to [10].

Most of these nonparametric charts focus on detecting process mean shifts. However, the change of process mean is usually masked or accompanied by an unsuspected change of the process variance. Monitoring more general process changes has become increasingly desirable. Among the aforementioned charts, [2] is designed for monitoring process variance when observations arrive in batches rather than as individuals. Reference [6] and [9] are designed for detecting both process mean and variance shifts. Unfortunately, they still have limitations and are inefficient in detecting decrease in process variance. Though decrease in variance receives little attention in the literature since in practice it usually indicates quality improvement instead of out of control, its influence on the chart performance should not be ignored when combined with mean shifts. For example, when the process undergoes a simultaneous mean shift and decrease in variance, the influence of the two change patterns on the chart statistics would counteract the sense that the later delays the two charts above detecting the former. To avoid this problem, a chart designed to detect variance shifts in both
sides is preferable.

Furthermore, many existing nonparametric charts assume that the process IC parameters are known. This, however, is not realistic and these parameters need to be estimated based on reference samples. But collection of sufficient reference samples is sometimes infeasible or costs much, and practitioners usually want to monitor the process at start-up stages as early as possible. In these cases, the estimated parameters may be inaccurate and would add residual random variability to the run length distribution as a systematic bias, thereby compromising the chart performance [11]. One possible solution is to use self-starting chart, which allows monitoring processes from the start-up stages and not relying on many reference samples [12]. To be more specific, self-starting chart treats the reference samples as part of the ongoing data stream and examines the consistency through the whole process. Later [6], [8] and [9] successfully applied this idea to nonparametric charts. Recently, [13] proposed a framework of data-dependent self-starting monitoring where the control limit sequence is designed on-line based on current and previous observations rather than before monitoring. This idea ensures the chart has satisfactory IC run length especially for start-up stages and short-run processes.

This paper proposes a univariate distribution-free control chart to detect both process mean and variance shifts. Motivated by [14] and [15], a powerful two sample goodness-of-fit test is used to construct the monitoring statistic. To address the problem of insufficient reference sample set for distribution estimation, this chart integrates the self-starting feature by using data-dependent dynamic control limits [13]. Simulation study shows that given a desired ARL, this chart has satisfactory IC run length for any distribution, and robust detection power for general OC shifts.

II. METHODOLOGY
A. Two sample goodness-of-fit test
Let $S_0 = \{X_{-m_0+1}, \ldots, X_0\}$ be i.i.d samples from an unknown distribution function $F_0(x)$, and $S_1 = \{X_1, \ldots, X_n\}$ be i.i.d samples from an unknown distribution function $F_1(x)$. It is of interest to test whether $S_0$ and $S_1$ follow the same distribution, i.e., to test the hypothesis

$$H_0 : F_0(t) = F_1(t) \quad \forall t \in (0, \infty),$$
$$H_1 : F_0(t) \neq F_1(t) \quad \text{for some } t \in (-\infty, \infty). \quad (2)$$

Without strong assumptions on $F_0(x)$ and $F_1(x)$, many nonparametric tests have been proposed, including the Kolmogorov-Smirnov test, the Anderson-Darling test, the Cramér-von Mises test, etc. Based on the nonparametric likelihood ratio (NLR), [14] proposed a new approach to construct a class of powerful one sample goodness-of-fit tests, which proved to be more powerful than many traditional tests. Later [6] used these tests in [14] to construct an EWMA control chart and showed the chart was effective for detecting process mean shifts and increase in variance. However these one sample goodness-of-fit tests have limitations when applied into sequential SPC framework: If we consider the total sample set as $S = \{X_{-m_0+1}, \ldots, X_n\}$, these tests only consider the distribution difference between $S_1$ and $S$ but ignoring the difference between $S_0$ and $S$. To be more specific, if we treat $S_0$ as reference sample set and $S_1$ as sequential coming test sample set, the more samples $S_1$ accumulates, the more similarity $S$ tends to have with $S_1$, meaning that the less powerful the chart is to detect the difference between $S_1$ and $S(S_0)$. Consequently, unless the chart triggers an OC alarm soon after the process goes out of control, it tends to be decreasingly effective. In contrast, the two-sample goodness-of-fit test [15] overcomes this problem by considering the difference between $S_1$ and $S$, and between $S_0$ and $S$ together. For each $X_j$, the two sample NLR test can be expressed as

$$L(X_j) = \sum_{i=0}^{n_s} n_i \left( \frac{\hat{F}_i(X_j) \ln \hat{F}_i(X_j)}{F(X_j)} \right. \left. + (1 - \hat{F}_i(X_j)) \ln \frac{1 - \hat{F}_i(X_j)}{1 - F(X_j)} \right), \quad (3)$$

where $n_i$ is the sample size of $S_0$, $\hat{F}_i(t)$ and $\hat{F}(t)$ are the ECDF’s based on $S_i$ and $S$ respectively. Analogue to [15], by placing a weight $w_i(X_j)$ on $L(X_j)$ at different $X_j$ and aggregating all the weighted information of $L(X_j)$, we could get a very powerful test statistic compared with many existing methods. Here we define the normalized geometric mean of $\hat{F}_i(X_j)$ and $1 - \hat{F}_i(X_j)$ as the weight function, i.e., $w_i(X_j) = [\hat{F}_i(X_j)(1 - \hat{F}_i(X_j))]^{-0.5}$, and summarize $L(X_j)$ for every $X_j$ as

$$Z = \sum_{j=1}^{n} \sum_{i=1}^{n_s} n_i \left\{ \frac{\hat{F}_i(X_j)}{1 - \hat{F}_i(X_j)} \ln \frac{\hat{F}_i(X_j)}{F(X_j)} \right. \left. + \frac{1 - \hat{F}_i(X_j)}{\hat{F}_i(X_j)} \ln \frac{1 - \hat{F}_i(X_j)}{1 - F(X_j)} \right\}. \quad (4)$$

Note that other weight functions could also be considered, but how to choose the weight is not the focus of this paper.

B. A Distribution-free Control Chart

Now we deploy the two sample goodness-of-fit test into on-line sequential monitoring. When a new observation $X_n$ comes, a sliding window is used to update $S_1$, i.e., $S_1^n = \{X_{n-w+1}, \ldots, X_n\}$, the rest samples are used as updated $S_0^n = \{X_{-m_0+1}, \ldots, X_{n-w}\}$ in the self-starting view. Then the fix-sample test in (4) could be used to get $Z_n$. Figure 1 illustrates the framework of the chart. To address more on recent samples, similar to [6], we consider the weighted empirical distribution for $S_1^n$ and replace $\hat{F}_i(X_j)$ as

$$\hat{F}^\lambda_i(X_j) = \frac{1}{n_1} \sum_{k=n-w+1}^{n} (1 - \lambda)^{n-k} \mathbf{I}(X_k \leq X_j)$$
with
\[ n_1 = \sum_{k=n-w+1}^{n} (1 - \lambda)^{n-k}, \]

where \( \lambda \) could be regarded as a weighting parameter commonly used in EWMA charts. Then we get the monitoring statistic \( Z_n^\lambda \) as
\[ Z_n^\lambda = \sum_{j=1}^{n} \frac{(1 - \lambda)^{n-j}}{a_{\lambda,n}} \sum_{i=0}^{n_1} \left( \frac{\hat{F}_i^*(X_j)}{1 - \hat{F}_i^*(X_j)} \ln \frac{\hat{F}_i^*(X_i)}{\hat{F}(X_j)} \right) \]
\[ + \left( \frac{1 - \hat{F}_i^*(X_j)}{\hat{F}_i^*(X_j)} \ln \frac{1 - \hat{F}_i^*(X_j)}{1 - \hat{F}(X_j)} \right) \]
with \( \hat{F}_i^*(X_j) = \hat{F}_i^*(X_j) \) and \( \hat{F}_i^*(X_j) = \hat{F}_0(X_j) \). Note that \( Z_n^\lambda \) is nonparametric since it only uses the rank information of \( X_j \)'s rather than the magnitude information. Therefore the chart based on two sample goodness-of-fit test is distribution-free in the sense that its IC run-length distribution is the same for all process distributions.

Based on this point, we could determine a certain control limit such that the chart has satisfactory run-length performance regardless of process distribution. Usually a chart is considered to be satisfactory if its IC run length distribution is close to a geometric distribution [16]. In addition, it might be unacceptable if the specified IC ARL (denoted as ARL_0) is attained with an elevated probability of false alarms in short runs as compared to the geometric distribution. Here inheriting the idea of [13], we aim to find the control limit sequence \( \{H_n\} \) such that the conditional false alarm probability at each point given that there is no false alarm before is a pre-specified constant \( \alpha \), i.e., for \( 1 < i < n \) and \( n > 1 \),
\[ P(Z_1^\lambda > H_1(\alpha)) = \alpha, \]
\[ P(Z_n^\lambda > H_n(\alpha)|Z_i^\lambda < H_i(\alpha)) = \alpha. \]
This is equivalent to perform a hypothesis test with the type-I error \( \alpha \) at each time point \( n \). Based on \( H_i(\alpha) \), we define the following charting procedure, termed as distribution-free two sample goodness-of-fit chart (abbreviated as 2SGoF), with the run-length
\[ RL = \min\{n; Z_n^\lambda \geq H_n(\alpha), n \geq 1\}. \]

![Fig. 1. The framework of sliding window method for on-line monitoring. Each circle represents one sample, w is the sliding window length.](image)

### III. PERFORMANCE STUDY

In this section, we present some simulation results about the performance of 2SGoF and compare it with some related approaches mentioned in the literature.

We consider the following distributions in our study:
1. normal distribution;
2. \( t_5 \), the student \( t \) distribution with 5 degrees of freedom;
3. \( \chi^2_3 \), the chi-square distribution with 3 degrees of freedom.

Without loss of generality, for each distribution, we set the IC mean \( \mu_0 = 0 \), variance \( \sigma^2_0 = 1 \), reference sample size \( m_0 = 100 \), sliding window \( w = 58 \), and the desired ARL_0=200. For OC settings, we consider the following scenarios:
1. the process mean shift of size \( \delta \), i.e., \( \mu_1 = \mu_0 + \delta \); (2) the process variance shift of magnitude \( \lambda^2 \), i.e., \( \sigma^2_1 = \lambda^2 \sigma^2_0 \).

Other process change scenarios are also considered and show that the general conclusions given below do not change. These additional simulation results are available from the authors on request. All the results in this section are obtained from 10,000 replications.

#### A. In-control Performance

First, we study the IC run length distribution of the 2SGoF chart in terms of ARL_0, standard deviation of the run length (SDRL) and the false-alarm rate during the first 30 observations, i.e., \( FAR = P(RL \leq 30) \). Two values of \( \lambda \), 0.05 and 0.1 are considered for a better illustration. In our settings with ARL_0 = 200, if the run length distribution is geometric, \( \alpha \) should be 0.005 with the corresponding SDRL = ARL_0 and FAR = 0.140. As Table I shows, for these three distributions, 2SGoF always has satisfactory IC performance with ARL_0 values almost 200, and its SDRL and FAR values are close to the ones with geometric distribution. This can be understood as the IC distribution of 2SGoF is exactly geometric, thereby guaranteeing its feasibility for distribution-free process monitoring.

#### B. Out-Control Performance

Next, we analyze the OC performance of 2SGoF and compare it with some other self-starting work for monitoring both process mean and variance, including the nonparametric likelihood ratio-based EWMA chart (NLE) [6], the parametric likelihood ratio Change Point model (ChangePt) [17], and the nonparametric Cramér-von Mises (CVM) model [9]. \( m_0 = 100 \) satisfies the requirements for

<table>
<thead>
<tr>
<th>( \lambda )</th>
<th>ARL_0</th>
<th>SDRL</th>
<th>FAR</th>
<th>ARL_0</th>
<th>SDRL</th>
<th>FAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.1</td>
<td>200.0</td>
<td>200.0</td>
<td>0.140</td>
<td>200.0</td>
<td>200.0</td>
<td>0.140</td>
</tr>
<tr>
<td>0.05</td>
<td>200.0</td>
<td>199.4</td>
<td>0.141</td>
<td>199.0</td>
<td>196.2</td>
<td>0.142</td>
</tr>
<tr>
<td>( t_5 )</td>
<td>198.4</td>
<td>196.1</td>
<td>0.142</td>
<td>198.0</td>
<td>195.8</td>
<td>0.144</td>
</tr>
<tr>
<td>( \chi^2_3 )</td>
<td>197.6</td>
<td>195.4</td>
<td>0.146</td>
<td>195.8</td>
<td>193.4</td>
<td>0.151</td>
</tr>
</tbody>
</table>

### TABLE I

IC PERFORMANCE OF THE 2SGoF WITH N_0 observation when \( m_0 = 100 \)
starting other charts. We fix $\tau = 25$ and only consider the steady-state ARL, meaning that any series where an OC signal occurs before the true change point $\tau$ is discarded. To give a fair comparison, we also set the $\lambda = 0.05$ for NLE chart. As to ChangePt, since it is designed with normal distribution assumption, for $t_5$ and $\chi^2$ we artificially tune its control limits to ensure that its ARL$_0$ is still equal to the normal one, i.e., ARL$_0 = 200$. This kind of adjustments could only be used for simulation comparison, but not applicable in practice since usually the process is unpredictable.

Table II illustrates the simulation results for the charts under a mean shift with $\delta = 0.25, 0.5, 1.2, 4$. For small shifts ($0 \leq \delta < 1$), 2SGoF chart outperforms the other three charts dominantly by a large margin. For moderate and large mean shift ($\delta = 2, 4$), though 2SGoF responds slightly slower than CvM (with at most 1 time point delay), it still performs generally better than the other two charts.

Table III compares the charts in detecting either an increasing or decreasing variance shift. We observe that 2SGoF is close to the best in general and has robust properties. When variance increases, NLE always has the fastest response among the four charts, and 2SGoF performs better than CvM and ChangePt. When variance decreases, their performance is opposite: the three nonparametric charts have less detection power than ChangPt and are specially inefficient for $\chi^2 = 0.75$. But 2SGoF performs alternatively better than NLE and CvM.

### IV. Conclusion

This paper presents a univariate distribution-free control chart based on the two sample likelihood ratio test. As analyzed in [14] and [15], this likelihood ratio test has better performance than traditional nonparametric goodness-of-fit test statistics. The proposed method has superior performance in detecting the changes in the mean and variance in both increasing and decreasing directions, regardless of the IC distributions. Furthermore, we also integrate self-starting feature into the chart by using dynamic control limits. The self-starting method can ensure that the proposed method has desired IC performance without excessive false alarms even with small reference sample size. We compare its performance with several nonparametric charts discussed in the literature. The results show that our method is very promising, especially in detecting small mean shifts.

There are also some possible extensions to our current method. For example, how to generalize our proposed method to multivariate process control with efficient detecting capability worth further study. It is also interesting to study how the weighting function influences the performance of the charts, and how to identify the optimal weighting function.
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